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1. Introduction
Many reactions are both temperature and pressure

dependent. The simplest examples are dissociation
and isomerization reactions and, of course, their
reverse. At the lower temperatures involved in
atmospheric chemistry, it is these reverse processes
of radical association that are often the most relevant.
Other examples involve reactions that proceed via
bound intermediates, where competition between
collisional stabilization and reaction can manifest
itself as a complicated dependence on pressure. The
earth’s atmosphere includes an enormous range of
pressure and temperature conditions; thus, pressure-
dependent reactions are found at virtually all alti-
tudes from the surface to well over 100 km.

As experimental techniques and observational
methods become more sophisticated, theoretical mod-
eling methods must become more advanced. Master

equations are a result of a marriage between chemi-
cal reactions and energy transfer. Each process has
its own time scale. When the time scales are of the
same order, both processes must be included in
modeling experimental data, and master equations
accomplish that purpose. In modeling the atmo-
sphere, there is a great need for interpolating and
extrapolating sparse laboratory data. Modeling using
master equations is the most accurate way of ac-
complishing that purpose, but semiempirical methods
are the most practical.

The purpose of this review is first to survey the
general types of pressure-dependent reactions that
are common in the earth’s atmosphere and that can
be modeled using master equation techniques; sec-
ond, to give a brief outline of the theory of master
equations; and third, to give some specific examples
of master equation treatments of atmospheric reac-
tions. Elsewhere, one can find surveys of atmospheric
chemistry,1-8 detailed discussions of master equation
techniques,9-14 and descriptions of semiempirical
methods.15-26 Here, each of these is surveyed briefly,
in the context of atmospheric applications.

1.1. Classes of Pressure-Dependent Reactions
Reactions are pressure-dependent when the rate

of collisional energy transfer is competitive with the
rate of a chemical process that depends on internal
energy. Even “inert” gases like argon (Ar) and
nitrogen (N2) participate in energy transfer. Since the
rate of energy transfer depends on the total pressure
(including “inert” gases), the overall reaction is
pressure-dependent. In each of the following classes,
energy transfer can compete with the reactive pro-
cess. Each reaction class defined here is distinct, but
the distinctions can become blurred in some cases.

1.1.1. Recombination/Decomposition Reactions
Examples:

Reactions like (1) are important in all regions of
the atmosphere, while (2) is particularly important
with respect to polar stratospheric chemistry. In
recombination reactions (the forward direction), chemi-
cal energy is released and a highly vibrationally
excited product is produced. If energy transfer is too
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NO2
• + NO3

• T N2O5 (1)

ClO• + ClO• T Cl2O2 (2)
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slow, the excited product re-dissociates and there is
no net reaction. If energy transfer is very fast, then
the excited product is efficiently stabilized. The
“falloff curve”, representing the rate coefficient as a
function of pressure at a given temperature, is a
quantitative representation of the efficiency of sta-
bilization as a function of the total pressure. Decom-
position reactions are the reverse of recombination
reactions: a stable molecule is activated by collisions
and the highly vibrationally excited product decom-
poses. The efficiency of the collisional activation is
described by the “falloff curve” describing the rate
constant as a function of pressure at a given tem-
perature. Falloff curves for recombination and de-
composition reactions for the same chemical system
are connected by microscopic reversibility and thus
are described by the same physics and can be
represented using the same functional forms.

1.1.2. Chemical Activation Reactions

In this general class, a bimolecular reaction leads
to a single, highly vibrationally excited intermediate
that is capable of further decomposition, isomeriza-
tion, or collisional stabilization. The product branch-
ing ratio depends on pressure because collisional
stabilization of the excited intermediate results in an
increased yield of the stabilized intermediate at the
expense of decomposition or isomerization products.

An example is the reaction between CH3
• (methyl

radicals) and CH2Cl• (chloromethyl radicals) to pro-
duce a highly excited CH3CH2Cl (ethyl chloride)
molecule that contains the energy of the newly

formed C-C bond. This species is highly excited with
respect to elimination of HCl and formation of C2H4
(ethylene), a process with an energy barrier signifi-
cantly lower than the energy of the C-C bond.

1.1.3. Complex Bimolecular Reactions

This is a particular type of chemical activation
system in which two chemical species react together
to produce a short-lived, highly vibrationally excited
intermediate complex that can decompose to produce
new products, or re-dissociate to regenerate the
original reactants. In the latter case, there is no net
reaction; in the former case, the reaction appears to
be a simple bimolecular process. If the intermediate
complex undergoes collisional relaxation, re-dissocia-
tion is reduced and production of the new products
is enhanced or the intermediate is stabilized. Because
collisional relaxation is involved, the overall process
is pressure-dependent. At ordinary pressures, the
intermediate complex often cannot be isolated. An
important example of reactions of this type is the
reaction between hydroxyl radical (OH) and carbon
monoxide (CO). The excited HOCO formed can return
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CH3
• + CH2Cl• f CH3CH2Cl* f HCl +C2H4 (3)
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to HO + CO or go on to H + CO2 with similar
ease.

1.1.4. Chemical Excitation Reactions
In this special type of chemical activation, a bi-

molecular reaction produces a vibrationally excited
product that undergoes subsequent reactions at an
enhanced rate (due to the vibrational excitation).
Collisional deactivation of the excited product affects
the subsequent reactions. An important example of
this class is found in part of the mechanism describ-
ing the atmospheric photo-oxidation of hydrofluoro-
carbon HFC-134a (1,1,2-tetrafluoroethane):

The vibrationally excited alkoxy radical (CF3CFHO•*)
decomposes at a faster rate than the thermalized
radical (CF3CFHO•), affecting the product branching
ratio. Both radicals react with O2 according to reac-
tion (4d):

In analyzing the experiments, it has been assumed
that the rate of reaction (4d) does not depend on
vibrational excitation. This assumption should be
examined further in the future.

1.1.5. Multiwell, Multichannel Reactions
This reaction class includes reactions in which

vibrationally excited species are produced by chemi-
cal activation, thermal activation, photoactivation, or
some other process, and then undergo competitive
reactions via several pathways with rates that de-
pend on the excitation energy. Collisional deactiva-
tion slows the energy-dependent reaction rates and
hence causes changes in branching ratios, etc.

Free radical isomerization/decomposition reactions
fall into this category. In the atmosphere, alkoxyl
radicals can undergo decomposition and isomeriza-
tion reactions, which depend on vibrational energy,
as well as bimolecular reaction with O2. As mentioned
above, it is not known whether the bimolecular
reaction with O2 depends on vibrational energy.

Another example involves nitrate formation in the
reaction of alkyl peroxyl (or hydroperoxyl) radicals
with NO. In this example, the two isomers formed,
RONO2 and ROONO, comprise the two wells. In
addition to possible isomerization, there are two
decomposition channels leading to either RO + NO2
or RO2 + NO. Since collisional deactivation competes
with these processes, a full master equation calcula-
tion is needed in order to simulate this system.

2. Theory

2.1. Master Equation Calculations
Master equations describe quantitatively the si-

multaneous interplay of energy-dependent collisional
energy transfer and energy-dependent chemical reac-
tions. Such calculations are necessary for the most
accurate descriptions of pressure-dependent reac-
tions. Master equations of varying complexity are
needed for the various classes of energy-dependent
reactions listed above. The most complex pressure-
dependent systems involve multiple potential energy
wells and multiple reaction pathways. Although
several methods have been developed for solving the
resulting master equations, each method has strengths
and weaknesses. Considerable work is needed to
increase the speed and accuracy of the existing
methods and to identify which methods are most
suitable for certain classes of problems.

2.2. Master Equation Methods
Since the reaction rates are energy dependent and

collisional energy transfer is not perfectly efficient,
these atmospheric systems are best treated using
master equation techniques. To implement the mas-
ter equation model, parameters must be assigned for
dissociation reactions, for isomerization reactions,
and for energy transfer. The numerous parameters
are assigned by using conventional unimolecular
reaction rate theory, electronic structure calculations,
and ancillary chemical kinetics data from the litera-
ture.

2.2.1. Rate Constant Expressions
In studies performed by the authors of this article

of the reactions discussed herein, the MultiWell
software package13,27,28 was used for all of the calcu-
lations. Other software packages are available, how-
ever, including UNIMOL,29 URESAM,30 VariFlex,31

ChemRate,32 and UNIRATE.33 In principle, each of
the rate constants for dissociation and isomerization
depends on vibrational energy and angular momen-
tum, as does energy transfer. Typically a one-
dimensional (vibrational energy) master equation
treatment is employed with centrifugal corrections
for angular momentum conservation. The centrifugal
corrections are made using the pseudo-diatomic ap-
proximation10 and by assuming the energy in the “K-
rotor” (conserved rotational degree of freedom) is
limited only by the total active energy and mixes
freely with energy that resides in the other active
degrees of freedom. These approximations are both
accurate and commonplace.11

RRKM Theory. Unimolecular reaction rates are
usually calculated using Rice-Ramsperger-Kassal-
Marcus (RRKM) theory,9-12 which requires calcula-
tion of the sums and densities of internal states for
all of the potential wells and transition states.
Electronic structure calculations can provide normal-
mode vibrational frequencies and moments of inertia
for the wells. In many cases, inspection of the normal-
mode motions enables one to distinguish vibrational
modes from the torsional modes, which can be treated
as hindered internal rotations. The sums and densi-

CF3CFHO2
• + NO• f CF3CFHO•* + NO2

• (4a)

CF3CFHO•* f CF3
• + FC(O)H (4b)

CF3CFHO•* + M f CF3CFHO• + M (4c)

CF3CFHO• + O2 f CF3C(O)F + HO2
• (4d)
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ties of states can be calculated (program DenSum28)
by “exact counts” using the Beyer-Swinehart algo-
rithm34 as adapted by Stein and Rabinovitch.35

According to RRKM theory,9-12 the energy-depend-
ent specific unimolecular rate constant k(E) is given by

where mq and m are the numbers of optical isomers,
σext

q and σext are the external rotation symmetry
numbers, and ge

q and ge are the electronic state
degeneracies of the transition state and reactant,
respectively; h is Planck’s constant, Gq(E - E0) is the
sum of states of the transition state, E0 is the reaction
threshold energy, and F(E) is the density of states of
the reactant molecule. The internal energy E is
measured relative to the zero-point energy of the
reactant molecule, and the reaction threshold energy
(critical energy) is the difference between the zero-
point energies of reactant and transition state. Equa-
tion (5) was written by assuming that the rotational
external symmetry numbers, electronic degeneracies,
and numbers of optical isomers were not used in
calculating the sums and densities of states. It is,
however, assumed that internal rotor symmetry
numbers are used explicitly in the sum and density
calculations and hence do not appear in equation (5).
Note that the quantity set off in square brackets is
the reaction path degeneracy.

Centrifugal corrections to the unimolecular rate
constants are made according to the pseudo-diatomic
model, where the reaction threshold energy at a given
temperature is corrected approximately for angular
momentum effects by using a threshold energy, E0

T,
given by the following expression:10,12

where I2D and I2D
q are the moments of inertia for the

external two-dimensional (2-D) inactive (adiabatic)
rotations of the reactant and of the transition state,
respectively, and kB is Boltzmann’s constant. The
resulting expression for k(E) corresponds to that
given by equation 4.31 in the book by Robinson and
Holbrook9 or equation 3.31 in the book by Holbrook,
Pilling, and Robertson.12

For a thermal distribution, recombination reaction
rate constants (krec) are related to the corresponding
unimolecular rate constants (kuni) according to the
equilibrium constant (K). Thus, at the high-pressure
limit we have the relationship

Equilibrium constants can be calculated using the
computer code Thermo,28 which employs conventional
statistical mechanics formulas for separable degrees
of freedom that include harmonic and anharmonic

oscillators, free and hindered internal rotors, and
external rotational degrees of freedom.

In recombination reactions, the two reactants come
together to form a highly excited adduct, which can
re-dissociate, be collisionally deactivated, and react
via other reaction channels. The chemical activation
energy distribution13 describes the nascent energy
distribution of the complex formed in the recombina-
tion reaction:

where y0
(ca,i)(E) is the energy distribution of molecules

formed via reaction channel i, which has energy
threshold E0 and specific rate constant ki(E), F(E) is
the density of states in the new molecule, and the
zero of energy for this equation is at the zero-point
energy of the newly formed species.

Loose Transition States. For “loose” transition
states, the properties of the transition state depend
sensitively on angular momentum and the detailed
shape of the interaction potential. In the absence of
other information, it is possible to estimate the rate
constant by using variational transition-state theory
with a calculated potential energy surface.11,36 When
the rate constant is known, however, it is more
convenient to use a “restricted” Gorin model with a
“hindrance parameter” selected to reproduce the
known rate constant for the corresponding reverse
(recombination) reaction.11,37,38

According to the Gorin model,39 the two molecular
fragments rotate independently of one another while
separated at the distance corresponding to the cen-
trifugal maximum (rmax) of the effective potential of
the bond being broken. For those systems with loose
transition states considered herein, the rotations of
both fragments and the overall transition state are
treated approximately as symmetric tops. The overall
transition state has a 2-D external adiabatic rotation
with moment of inertia given by I2D

q ) µrmax
2 , where µ

is the reduced mass of the two fragments, and a 1-D
external rotation (the “K-rotor”) with moment of
inertia Ik. The K-rotor is not adiabatic and is as-
sumed, according to the usual approximation,11 to
mix energy freely with the active vibrations. The
internal rotations of fragments A and B are charac-
terized by 2-D rotations with moments of inertia Ia
and Ib, respectively, and an internal rotation with
reduced moment of inertia Ir. The moments of inertia
Ir and Ik are obtained by combining the K-rotors of
the individual fragments, as described by Gilbert and
Smith.11

In the restricted Gorin model,11,37,38 it is assumed
that the two fragments interfere sterically with each
other and thus cannot rotate freely. The effect is to
reduce the available phase space and hence reduce
the sum of states. Operationally, a “hindrance”
parameter η is defined,38 which can vary from zero
(free rotation) to unity (completely hindered). The 2-D
moments of inertia Ia and Ib are multiplied by the

k(E) ) [mq

m
σext

σext
q ]ge

q

ge

1
h

Gq(E - E0)

F(E)
(5)

E0
T ) E0 - kBT{1 -

I2D

I2D
q } (6)

K )
krec

∞

kuni
∞ (7)

y0
(ca,i)(E) dE )

ki(E)F(E) e-(E/kBT) dE

∫E0

∞
ki(E ′)F(E′) e-E ′/kBT dE ′

,

for E g E0 (8)
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factor (1 - η)1/2 to obtain the effective 2-D moments
of inertia used for calculating the sum of states.

In general, the potential function describing the
breaking bond is not known, but the Lennard-Jones
potential is often chosen for its simplicity and because
it has the long-range dependence on r -6 expected for
many long-range potentials. It does not describe a
chemical bonding interaction very well at short range
(near the potential minimum energy), however. For
the Lennard-Jones potential, the moment of inertia
for the two-dimensional adiabatic external rotation
is given by I2D

q ) µre
2(6De/RT)1/3, where re is the

equilibrium bond distance, µ is the reduced mass, and
De ) D0 - ∆Ez, where D0 is the bond dissociation
enthalpy at 0 K, ∆Ez is the zero-point energy differ-
ence between products and reactants, and R is the
gas law constant. Use of Morse or Varshni potentials
changes some fitting parameters, but not the qualita-
tive result.

In another article in this issue (with extensive
references to earlier work), Troe18 espouses a some-
what different point of view. He argues that, given
the potential energy surface, it is possible to compute
the centrifugal partition function directly and then
to calculate what he calls a rigidity factor that reflects
the tightening of the transition state. The adequacy
of the potential energy surface is always the open
question.

2.2.2. Semiempirical Rate Constant Expressions
It has been the practice in both the atmospheric

and combustion communities to represent uni-
molecular reactions (and their reverse) using analyti-
cal expressions put forth by Troe.16

The general format of these expressions is

The term in large brackets is the result of the simple
Lindemann-Hinshelwood mechanism, and the factor
F takes into account the fact that the energy depen-
dence is more complicated than Lindemann-Hin-
shelwood, leading to a “broadening” of the curve. Troe
further suggested that the F or “broadening factor”
could be written as Fc

x, where the factor Fc is the
broadening correction at the center of the falloff curve
(i.e., when k0(T)[M] ) k∞(T)) and the quantity x is some
function of the rate parameters and the pressure.

In the atmospheric community, there are two wide-
ly used compilations of rate data, one due to NASA6

and the other to IUPAC.5 These groups have used
somewhat different versions of the Troe expression:

A third semiempirical equation is the J-Equation
described by Oref,19 which has been singled out by
Hessler and Ogren20 because the parameters show
less correlation than the other semiempirical formu-
las used for fitting data:

Like the IUPAC representation, the J-Equation
requires three temperature-dependent parameters.

There are two obvious differences between the
formulations based on Troe’s approach. First, the
NASA formulation assumes that, under atmospheric
conditions, typically 200 < T/K < 300 and 1 < P/Torr
< 760, Fc ) 0.6 is a constant, while the IUPAC
formulation suggests different values for each reac-
tion. (This introduces an additional parameter into
the formulations as written, but the IUPAC group
often suggests that k∞ is not temperature dependent,
thus reducing the number of parameters.) Second,
the IUPAC formulation takes into account the asym-
metry expected in the falloff curve, although the term
[0.75 - 1.27 log Fc] is very close to unity if Fc ) 0.6,
the value used in the NASA formulation and often
suggested in the IUPAC recommendations.

If accurate and exceptionally precise data exist for
any given process, the above formulations could be
compared and the better representation might be
ascertained. Rarely are data precise enough for such
a test. On the other hand, theoretical methods might
be useful in making such a distinction. In fact, it has
been suggested that theoretical methods due to Troe18

may be employed to predict k0 and k∞ so well that
the ends of the falloff curve become fixed. If this is
so, RRKM/master equation methods as implemented
in codes such as MultiWell 13 can be used to obtain
the curvature, and the two formulations can be tested
against theory and data.

3. Examples

In what follows, the OH + NO2, RO + NO2, ClO +
ClO, and OH + CO systems are examined using
MultiWell in light of recent data. These systems are
of great interest, and many workers have addressed
the same issues. Earlier studies usually did not
employ master equations, but more recently this has
become the norm. The authors have done extensive
work on these systems and will emphasize their own
studies while attempting to adequately reference the
efforts of others.

3.1. ROx + NOx

The reactions of ROx
• with NOx (x ) 1, 2) constitute

a system that is rich in interesting and important
chemical reactions. They take place on potential
energy surfaces similar to Figure 1. The generic
reactions can be written as follows, where the four

k(M,T) ) ( k0(T)[M]

1 + (k0(T)[M]/k∞(T)))F (9)

NASA Format
k(M,T) )

( k0(T)[M]

1 + (k0(T)[M]/k∞(T)))0.6{1+[log(k0(T)[M]/k∞(T))]2}-1
(10)

IUPAC Format

k(M,T) ) ( k0(T)[M]

1 + (k0(T)[M]/k∞(T)))
Fc

{1+[log(k0(T)[M]/k∞(T))/(0.75-1.27 log(Fc))]2}-1
(11)

J-Equation

k(M) ) {-(k∞ + k0) + [(k∞ + k0)
2 +

4(J - 1)k∞k0]
1/2}[2(J - 1)]-1 (12)
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transition states labeled in the figure correspond to
the four reactions:

The combination of reactions (13) and (-14) gives
a net reaction (17) that accounts for the reaction of
peroxy radicals with nitric oxide to produce alkoxy
radicals and NO2. The combination of reactions (13)
and (15) accounts for yields of alkyl nitrates under
certain conditions, according to reaction (18). Reac-
tion (16) is a key atmospheric free radical chain
termination step. Transition states TS-A, TS-B, and
TS-D are “loose”, and the corresponding rate con-
stants depend on angular momentum considera-
tions.

All of the reaction rates depend on vibrational
energy, and the alkoxy radical product from reaction
(17) is in many cases sufficiently vibrationally excited
that it can decompose “promptly”. Considering the
complexities of this system, it is not surprising that
master equation methods have been brought to bear
on the interpretation of the relevant experimental
data.

Three examples related to this reaction system are
discussed in this section. First, the reaction of OH•

with NO2 is a key reaction in the troposphere and
stratosphere. Second, the prompt dissociation of
alkoxy radicals produced in the ubiquitous atmo-
spheric reaction of nitric oxide with peroxy radicals,
which has important effects on product distributions,
has received attention both experimentally and theo-
retically. Third, the production of alkyl nitrates in

the reaction of peroxy radicals with nitric oxide
continues to be a puzzle.

3.1.1. OH + NO2

The reaction of OH with NO2 is the principal sink
for NOx in the troposphere and thus has a direct
effect on ozone production. In the stratosphere, nitric
acid (HONO2) is a “reservoir species”, which “stores”
highly reactive OH and NO2 in a relatively inert
form. In addition, the reaction is a popular test-bed
for investigating fundamental aspects of recombina-
tion reactions. In experiments, OH radical can be
detected with high sensitivity on very short time
scales under an exceptionally wide range of experi-
mental conditions. This has enabled experiments at
temperatures from ∼220 to ∼450 K and pressures
from ∼1 mbar to ∼1 kbar. Recent experiments have
shown unambiguous evidence for the existence40

and significant production of peroxynitrous acid
(HOONO),41 although its existence had been sur-
mised earlier.42-44 Recent spectroscopic results45,46

have added support for the existence of HOONO.
Thus, the reaction can be written with two chan-
nels:

A study by Golden, Lohr, and Barker47 has applied
MultiWell to interactions among the species OH,
NO2, HONO2, and the two stable forms of HOONO,
cis-cis HOONO and trans-perp HOONO. All mo-
lecular properties were from QCISD(T)/cc-pVDZ cal-
culations. Hindered Gorin models were used for the
bond-forming transition states, and calculations were
performed to match data over wide temperature and
pressure ranges with He and N2 as bath gases. The
extent of hindrance and the average amount of
energy transferred were empirical parameters.

There is a large body of experimental data for this
system. Much of it has been discussed in recent
publications.44,48-56 Some newer data have been
published as well.41,56 The data from Hippler and co-
workers cleverly separates the two pathways forming
HONO2 and HOONO. To do this, the data were taken
at 430 K and very high pressures (up to 130 bar).
Figures 2-4 display some of the data in comparison
with results from Golden, Lohr, and Barker.47 The
master equation fitted results can be described by
several analytical schemes. One cannot easily dis-
tinguish among them. Table 1 gives the parameters
corresponding to the NASA, IUPAC, and J-Equation
formats given above.

The fractional yield of HOONO is presented in
Figure 5 as a function of altitude, according to the
three semiempirical fitting functions discussed above
and the 1976 US Standard Atmosphere.57,58 The
results show that the yield of HOONO is a maximum
near the tropopause, where the temperature is lowest
and the pressure is still relatively high. At altitudes
below about 50 km (the top of the stratosphere), the
three fitting functions are in reasonable agreement,
but at higher altitudes, the three fits diverge from

Figure 1. Schematic potential energy surface for the ROx
+ NOx system.

RO2
• + NO T ROONO (13)

RO• + NO2 T ROONO (14)

ROONO T RONO2 (15)

RO• + NO2 T RONO2 (16)

RO2
• + NO T RO• + NO2 (17)

RO2
• + NO T RONO2 (18)

OH + NO2 f HONO2 (19a)

f HOONO (19b)
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each other. At the low pressure limit, the fractional
yield of HOONO is expected to become essentially
constant.

3.1.2. Alkoxy Radical Reactions
Because of their contribution to destruction of the

ozone layer,59 chlorofluorocarbons (CFCs) are being

phased out of production and being replaced with
environmentally acceptable alternatives. An impor-
tant replacement compound is hydrofluorocarbon
134a (1,1,1,2-tetrafluoroethane), which is being used
in air conditioning and refrigeration systems. HFC-
134a itself has little effect on stratospheric ozone60

and global warming,61 but when degraded in the
atmosphere it produces trifluoroacetic acid, which is
phytotoxic62 and may accumulate with time.63 During

Table 1. Fitted Rate Constant Parameters47 for Reactions (19a) and (19b)

k0′(T) )
k0

300(T/300)-n
k∞(T) )

k∞
300(T/300)-m

Fc(T) )
Fc

300(T/300)-q
J(T) )

J300(T/300)-r

k0
300 n k∞

300 m Fc
300 q J300 r

NASA
HONO2 1.8 (-30) 3.0 2.8 (-11) 0 0.6
HOONO 9.1 (-32) 3.9 4.2 (-11) 0.5 0.6

IUPAC
HONO2 1.9 (-30) 2.0 2.8 (-11) 0 0.60 0.5
HOONO 1.1 (-31) 4.1 6.1 (-11) 0.1 0.34 0.3

J-Equation
HONO2 2.3 (-30) 3.0 2.7 (-11) 0 6.8 0
HOONO 1.1 (-31) 3.1 6.9 (-11) -0.8 24.8 -3.5

Figure 2. Data for the rate constant for the reaction
between HO and NO2 at 430 K in helium buffer gas, from
various sources,41,50,53,54,56 as indicated in the figure legend.
The lines are the interpolated results of master equation
calculations for HONO2 formation and for formation of the
indicated HOONO species.47

Figure 3. Data for the rate constant for the reaction
between HO and NO2 at 300 K in helium buffer gas, from
various sources,50-53,55,56 as indicated in the figure legend.
The lines are the interpolated results of master equation
calculations for HONO2 formation and for formation of the
indicated HOONO species.47

Figure 4. Data for the rate constant for the reaction
between HO and NO2 at 300 K in nitrogen buffer gas, from
various sources,50-53,55,56 as indicated in the figure legend.
The lines are the interpolated results of master equation
calculations for HONO2 formation and for formation of the
indicated HOONO species.47

Figure 5. Predicted relative yield of HOONO as a
percentage of the total rate of the OH + NO2 reaction as a
function of altitude,47 based on the U.S. Standard Atmo-
sphere, 1976.57,58
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investigations of the atmospheric chemistry of HFC-
134a, two puzzles emerged. First, the reaction rate
constant for unimolecular reaction differs dramati-
cally when the radicals are produced via dispropor-
tionation reaction (22), rather than via reaction
(23):

This puzzle can be explained if a significant frac-
tion of the CF3CFHO• radicals produced in reaction
(23) are vibrationally excited, but radicals produced
in reaction (22) are not. Reaction (23) is significantly
more exothermic than reaction (22), based on calcu-
lated heats of formation for fluorinated free radical
species.64-69 Since the barrier to C-C bond scission
has been estimated to be lower than the exothermic-
ity of reaction (23), the nascent alkoxy radical prod-
ucts may have enough energy to decompose prior to
collisional stabilization and hence undergo “prompt”
decomposition.70-74 Experimental evidence is consis-
tent with ∼60% of the nascent CF3CFHO• radicals
undergoing decomposition promptly enough so that
reaction (22) cannot compete.60,75 Thus, reaction (23)
must be replaced by reactions (23′), (24), and (25).

where the asterisk denotes internal excitation.
The implications of this result are much broader

than just the reactions of CF3CFHO• radicals: the
formation of alkoxy radicals via the generic reaction
(26) is extremely important throughout the atmo-
sphere. If subsequent reactions of excited alkoxy
radicals (RO•*, where the asterisk denotes internal
excitation) are enhanced, current atmospheric chem-
istry models will require major revision.

Several groups have used master equation tech-
niques to investigate the production of alkoxy radi-
cals via reaction (26), and subsequent reactions of the
excited radicals. Schneider et al.65 carried out several
levels of electronic structure calculations and com-
bined them in an additive scheme in order to estimate
the thermochemistry, vibrational frequencies, and
structures of the chemical species related to CF3-
CFHO• radical decomposition. They modeled the
reaction using RRKM theory and an exponential
model for energy transfer. The calculated barrier to
C-C bond fission via reaction (24) was 10.7 kcal
mol-1, and the exothermicity of reaction (23) was

estimated to be 17 kcal mol-1.64 Since the energy
distribution of the CF3CFHO•* radical subsequent to
reaction (23′) was unknown, Schneider et al. ap-
proximated it as a thermal distribution at ambient
temperature, displaced upward by a nominal excita-
tion energy. Although relatively crude, this ap-
proximation captured the essential physics of the
reaction system.

Considering that there are 27 vibrational degrees
of freedom in the CF3CFHO-O-NO transition state
and only 18 vibrations in CF3CFHO•, a statistical
redistribution of the exothermicity would lead to an
excitation energy of ∼11 kcal mol-1. Schneider et al.65

carried out calculations to determine the “prompt”
decomposition yield as a function of the excitation
energy and found that an excitation energy in the
range from 9 to 11 kcal mol-1 is consistent with the
experimental yield of ∼60%,75 as shown in Figure 6.

Other workers have been using master equations
to investigate alkoxy radical reactions. For example,
Dibble76 has carried out electronic structure calcula-
tions on the hydroxy-alkyl radicals formed from
addition of OH radical to the double bonds in iso-
prene. The hydroxy-alkoxy radicals that are produced
as a result of reactions with O2 and nitric oxide can
isomerize and decompose via several reaction chan-
nels. Dibble used MultiWell13,77 to investigate the
effects of quantum mechanical tunneling on these
complicated mechanisms.

Somnitz and Zellner69 carried out a systematic
theoretical analysis of CF3CY2O• (Y ) F, H) radicals.
They used an approach somewhat similar to that
employed by Schneider et al.,65 but which differed in
details. In particular, they employed a different level
of electronic structure calculations, estimated the
assumed displaced-thermal distribution differently,
and compared their model results to a wider range
of experimental data. They estimated the critical
energy of the bond dissociation reaction to be 12.1
kcal mol-1 and the excitation energy to be in the
range from 13 to 14 kcal mol-1, in reasonable agree-
ment with the experimental data. In addition, they
found that CF3CF2O• radicals dissociate so rapidly
that other reactions cannot compete, regardless of
any excitation energy from reaction (17). In contrast,
CF3CH2O• radicals have such a high barrier to
dissociation that excitation energy from reaction (17)
still has little effect. Thus, one must conclude that

Figure 6. Prompt decomposition of chemically activated
CF3 CFHO•* radicals. Adapted from ref 65.

CF3CFHO• + M f CF3 + HC(O)F + M (20)

CF3CFHO• + O2 f CF3COF + HO2 (21)

CF3CFHO2
• + CF3CFHO2

• f 2CF3CFHO• + O2
•

(22)

CF3CFHO2
• + NO f CF3CFHO• + NO2 (23)

CF3CFHO2
• + NO f CF3CFHO•* + NO2 (23′)

CF3CFHO•* f CF3
• + HC(O)F (24)

CF3CFHO•* + M f CF3CFHO• + M (25)

RO2
• + NO f RO•* + NO2 (26)
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only certain halogenated species will show effects due
to chemical activation via reaction (17).

Other groups have improved the model for prompt
decomposition of chemically activated alkoxy radicals
by using Wittig’s separate statistical ensembles (SSE)
model78,79 to estimate the energy distribution function
in the excited radicals produced by reaction (17). For
example, Vereecken, Peeters, and co-workers80-83

have used their stochastic master equation computer
code30 and the SSE model to estimate the extent of
prompt decomposition of the alkoxy radicals. They
have concluded that prompt decomposition of many
of the excited radicals derived from biogenic hydro-
carbons is very important, and even dominant, with
respect to reaction with O2, at low temperatures.
Because the prompt reaction is the result of vibra-
tional excitation that is degraded by competitive
collisional deactivation, a master equation approach
provides the best estimates of the effect. Note that
this vibrational energy distribution function has
never been measured experimentally: an important
challenge!

Somnitz and Zellner84-86 have carried out an
extensive theoretical study of alkoxy radical uni-
molecular reactions. First, they carried out electronic
structure calculations using several levels of theory.84

The electronic theory results were used to calculate
specific rate constants and falloff curves using RRKM
theory,86 and the results of those calculations were
used to develop a structure-activity relationship for
predicting the energy barriers for linear alkoxy
radicals of arbitrary length.85

One of the most interesting aspects of the work of
Somnitz and Zellner86 is the investigation of the
competitive coupling among reaction pathways in
multichannel unimolecular reaction systems. A good
example the 2-pentoxy radical:

Reactions (27a) and (27b) produce a carbonyl and
a free radical; reaction (27c) is a “tail-biting” isomer-
ization via a six-center transition state. The coupling
takes place because of competition for the high-
energy population, which is rapidly depleted by low-
energy (fast) reactions, hence making it unavailable
for the reactions with higher energy barriers. For
2-pentoxy radical, reaction (27c) has the lowest
energy barrier. In all cases, the lowest energy reac-
tion is not affected significantly by the higher energy
pathways, but the reactions with higher energy
barriers are severely affected by the lower energy
paths. Somnitz and Zellner found that it is possible
to fit their master equation results for the lowest
energy channel to the semiempirical functions de-
scribed by Troe.15,16 Fits of the Troe functions to the
higher energy channels cannot be very accurate,
however, because the competitive coupling produces

falloff curves that are higher than first order with
respect to pressure at the low-pressure limit, as
pointed out for reactions alkyl radicals.27 This same
high-order behavior is apparent by inspection of
Figures 4-7 in the article by Somnitz and Zellner.86

3.1.3. Alkyl Nitrate Formation

In 1976, Darnall et al.87 reported that the reaction
of alkyl peroxy radicals (RO2

•) with nitric oxide
produces not only alkoxy radicals (RO•) and NO2, but
also a significant yield of alkyl nitrates:

This result is important because alkyl nitrates are
relatively inert in the troposphere,88 and therefore
reaction (28b) is a sink for both RO2

• radicals and
NO2, the direct precursor of ozone; when NO2 is
removed, less ozone is produced. The discovery of
reaction (28b) was surprising, because to form alkyl
nitrates, the O-O bond in the RO2

• radical must be
broken and two new O-N bonds must be formed.
This internal molecular rearrangement requires a
three-center cyclic transition state, which is expected
to have a very high energy barrier to reaction.37 There
is little doubt, however, that nitrates are formed via
reaction (28b), since significant reaction yields have
been measured in both static and flowing systems by
numerous analytical methods.88-91

The potential energy surface (PES) shown in
Figure 1 is essentially the same as the kinetics
scheme postulated by Atkinson et al.92 to explain the
experimental data. The major features of the PES
have been confirmed by calculations for R ) H,47,93-98

alkyls,98,99 and hydroxy-substituted alkyls derived
from isoprene.100 The transition-state structure TS-C
has not yet been positively located, although Dixon
et al.96 and Ellison et al.99 have identified potential
candidates.

Master equation calculations have been carried out
by at least two groups with the aim of investigating
the formation of alkyl nitrates. Zhang et al.100 inves-
tigated nitrate and nitrite formation in the OH-
initiated reactions of isoprene. They first carried out
extensive quantum chemical calculations to charac-
terize the reaction thermochemistry, structures, and
vibrational frequencies. Because OH• radical can
attack at either end of the two double bonds in
isoprene, four structural isomers of RO2

• are formed,
and each can assume any one of a number of
rotational conformations. An interesting aspect is the
internal hydrogen bonding that occurs in the â-
ROONO isomers, leading to added stability. Zhang
et al. treated the loose transition states by using
variational RRKM theory, based on a Morse poten-
tial. The calculated high-pressure limit rate constants
for the RO2 + NO reaction ranged from ∼3 × 10-12

to 13 × 10-12 cm3 s-1, in reasonable agreement with
literature values3,4 for similar reactions.

Because the structure of transition state TS-C is
not known from calculations, Zhang et al.100 consid-
ered two limiting cases. In the first case, Zhang et

CH3-CH(O•)-

CH2CH2CH3 f CH3
• + CH(O)CH2CH2CH3 (27a)

f CH3CH(O) + •CH2CH2CH3
(27b)

f CH3CH(OH)CH2CH2CH2
•

(27c)

RO2
• + NO f RO• + NO2 (28a)

98
M

RONO2 (28b)
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al. assumed that the TS-C structure and vibrational
frequencies are the same as for ROONO itself: a
moderately tight transition state. In the second case,
they assumed that TS-C has the same properties as
transition state TS-B: a loose transition state. Using
these two cases, they fitted a set of room tempera-
ture, atmospheric pressure hydroxy-alkyl nitrate
yield data101 with isomerization barriers that ranged
from ∼7 to 13 kcal mol-1. For comparison, the
calculated RO-ONO bond dissociation energies range
from 7.5 to 9.4 kcal mol-1, much lower than the
calculated ROO-NO bond energy of ∼20 kcal mol-1.

Barker, Lohr, and co-workers98,102 carried out elec-
tronic structure and master equation calculations on
alkyl nitrate systems with R ) CH3, i-C3H7, and
2-C5H11. The original aim of the work was to con-
struct a semiempirical master equation model for
alkyl nitrate formation that could be used for predic-
tions. They employed hindered Gorin models11,37,39,44,103

for the loose transition states, based on the approach
of Smith and Golden,38 with hindrance parameters
adjusted to make the rate constants match experi-
mental data. It was assumed that the rate constant
for reaction (14) is the same as the experimental rate
constant for reaction (18), and that in the reaction
between RO• and NO2, reaction with each atom of
the NO2 is equally likely. Various assumptions about
transition state TS-C were investigated, including the
use of a vibrational model and Forst’s inverse Laplace
transform model10,104 with assumed activation ener-
gies and A-factors. Except for the energy of TS-C, the
thermochemistry was held fixed at the “generic” alkyl
values identified by Lohr et al.98

Generally speaking, Barker et al.102 found that
experimental alkyl nitrate yields at single fixed
pressures could be modeled with relative ease by
varying transition-state and energy-transfer param-
eters, but fitting an entire set of pressure-dependent
yields105,106 was much more difficult and could only
be achieved by using parameters in the master
equation model that were surprising and perhaps
unphysical. An example of master equation fits to the
temperature- and pressure-dependent yields of 2-pen-
tylnitrate105,106 is presented in Figure 7. The agree-
ment with the experimental data is very good,
including both the pressure and temperature depen-
dence. However, the agreement could only be achieved
by using energy transfer parameter R ) 25 cm-1, as
illustrated in Figure 8.

This magnitude of energy transfer parameter R is
exceptionally small, only about one-tenth of the
expected value. Physical measurements of toluene
deactivation14,107 gave 270 cm-1 (for N2 collider gas)
at the same internal energy, which can be compared
with ∼500 and ∼1000 cm-1 obtained for HONO2
(Golden et al.47) and CH3ONO2 (see above and Barker
et al.102), respectively. Because the properties of the
loose transition states are not independently con-
strained, the value of R may vary over a wide range,
perhaps accounting for its exceptionally small mag-
nitude. Nevertheless, this small value of R may signal
that there are errors in the pressure-dependent data,
or that there are important problems with the master
equation model. Since the data were obtained only

in a single laboratory and with a single experimental
technique, it would be appropriate for new experi-
ments to be carried out, prior to further attempts at
master equation modeling of this system.

3.2. ClO + ClO
When depletion of polar ozone in Austral Spring

was first brought to the community’s attention, there
was uncertainty as to the mechanism. An aspect of
this uncertainty reflected the concern that the atmo-
sphere, emerging from the long polar night, did not
have a sufficient concentration of O atoms to take
part in the normal global ClOx cycle for ozone
depletion. It has been suggested that, under these
conditions, the reaction of two ClO radicals to form
the peroxy dimer, ClOOCl, which then photolyzes to
Cl + ClOO, the ClOO subsequently yielding another
Cl and O2, would be a sufficient source of Cl atoms.
This has prompted some detailed studies of this
reaction. Golden108 has attempted to reconcile all the
extant data109,110 and theoretical calculations using
both MultiWell and psuedo-strong collision RRKM
theory.

Potential energy surface calculations by Lin and
co-workers111 reveal the possibility of the formation
of ClOClO. In the study by Golden, RRKM/master
equation modeling of this surface has been per-
formed. Rational input parameters confirm that the
formation of ClOClO in 10-15% yields may be
important, but they do not conform with the shape
and temperature dependence of the data. The sim-
plest best representation of the extant data remains
the single-channel NASA/JPL format with param-
eters k0 ) 1.6 × 10-32(T/300)-4.5 cm6 molecule-2 s-1

and k∞ ) 2.0 × 10-12(T/300)-2.4 cm3 molecule-1 s-1.
However, the data can be represented as the sum of
the two pathways as well. It has been suggested48

that the mechanism might include participation of
bound complexes of ClO with bath gas and that this
could reconcile the data. Figure 9 shows the data,
illustrating the essential agreement between the two
studies shown. Also illustrated are the best fits using
a single reaction channel.

Figure 7. 2-Pentylnitrate yields as a function of temper-
ature and nitrogen concentration. Data are from Atkinson
et al.,105,106 and lines are model calculations102 using R )
25 cm-1, critical energy E0 ) 52.5 kJ mol-1, and A∞ ) 6.3
× 1016 s-1.
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3.3. OH + CO

The reaction of carbon monoxide with hydroxyl
radicals is of vital importance for combustion and
atmospheric processes. In the case of hydrocarbon
combustion, this is the main mechanism for convert-
ing CO into CO2 and is responsible for a major
fraction of the energy release. In the lower atmo-
sphere, this reaction is implicated in smog formation
by regulating the concentration of hydroxyl radicals
that play a crucial role in NOx and HOx chemical
cycles.

Due to its importance and its unusual temperature
and pressure behavior, this system has inspired a
large body of work, both theoretical and experimen-
tal. The temperature dependence presents two re-
gimes with markedly different activation energies
with a transition around 500 K.

In 1964, Ung and Back postulated the existence of
the hydroxyoxomethyl radical (HOCO) radical as an
intermediate in the addition of OH and CO.112 Dryer,
Naegeli, and Glassman113 showed that transition
state theory can predict the strong non-Arrhenius
behavior of this reaction if the activation barrier is
close to zero. The role of the collisional stabilization

of HOCO and the complicated temperature and
pressure dependence of this reaction were studied by
Smith and Zellner114 and Smith,115 who proposed the
general reaction mechanism illustrated earlier.

The currently accepted reaction mechanism con-
sists of an OH + CO association step, forming trans-
HOCO, followed by facile cis-trans isomerization and
finally a decomposition step to H + CO2. At moderate
pressures, stabilization of HOCO intermediates com-
petes with the decomposition channel and the back
reaction to OH + CO. It is interesting to note that,
when OH and CO react in air, both reaction channels
eventually lead to the same final products, namely,
HO2 + CO2, because both H atoms and HOCO react
with O2 to produce HO2.

The existence of HOCO and DOCO has been
confirmed with matrix-isolation techniques,116 pho-
toionization mass spectroscopy,117,118 and ultrafast
laser spectroscopy119 of the OH radical produced in
the reverse reaction of H + CO2. The vibrational
and rotational spectra of these radicals have been
characterized.120-124

The heat of formation of the HOCO intermediates,
relative to the OH + CO entrance channel, is of some
importance for kinetic calculations in the falloff
regime. Until recently, the accepted well depth of the
trans-HOCO intermediate was presumed to be
35.4 kcal/mol below the OH + CO level, based on a
∆fH298K

0 (trans-HOCO) ) -52.5 kcal/mol from
photoionization studies.118 However, more recent
measurements117 have set an upper limit of
∆fH298K

0 (trans-HOCO) > -46.5 kcal/mol, implying a
trans-HOCO well depth of 28.9 kcal/mol at most [note
that the heat of formation of OH was recently
revised125]. This is consistent with lower well depths
of more recent ab initio calculations.126-128

The reaction of OH with CO has been the subject
of several theoretical and experimental investiga-
tions. Thermal reaction rate constants for this reac-
tion have been measured at temperatures as high as
2800 K129,130 and as low as 80 K.131-133 For a concise
summary of earlier work, see refs 134-136.

Early attempts115,132,137-139 to model the reaction of
CO and OH radicals based on RRKM theory and a

Figure 8. Yield of 2-C5H11ONO2 at 300 K. Data (points) are from Atkinson et al.105,106 Model calculations102 with the
critical energy E0 ) 52.5 kJ mol-1 and A-factors given in the figure legend.

Figure 9. Data and NASA/JPL parameters for the reac-
tion of ClO with ClO. Closed symbols, Bloss et al.;109 open
symbols, Trolier et al.110 Color code: magenta, 183 K;
brown, 188 K; red, 192 K; green (dashed), 197 K; black,
200 K; blue (dashed), 213 K; green, 224 K; red (dashed),
245 K; blue, 263 K.
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pseudo-strong collision approximation failed to pre-
dict the nearly temperature-independent rate con-
stant below 500 K. Three more-recent studies have
modeled this reaction, claiming to fit experimental
rate coefficients to temperatures down to 80 K. Fulle
et al.131 and Troe140 performed E- and J-resolved
RRKM calculations with a pseudo-strong collision

energy transfer model. They fit high- and low-
pressure rate coefficients to optimize the PES of
Kudla et al.141 and reported that the two competing
channels for HOCO dissociation (OH + CO and H +
CO2) are responsible for the observed biexponential
decay of OH. Zhu et al.128 performed a RRKM/master
equation study based on their G2M surface, and
attributed the unusually high low-temperature rate
coefficients to a pronounced tunneling effect. They
noted, however, that the magnitude of Wigner tun-
neling corrections is very sensitive to the imaginary
frequency of TS2, which varies greatly depending on
the method of calculation.

In 1998, Golden and co-workers142 used statistical
methods to fit the existing experimental data, opti-
mizing the controlling barriers and the vibrational
frequencies of trans-TS1 from ref 143. This fit yielded
an optimized energy of cis-TS2 slightly below the
entrance channel. A study by Senosiain et al.144

attempts to generate a physically based model that
reproduces the large body of experimental data and
allows for reliable extrapolations to unknown condi-
tions. In addition, parameters for use in atmospheric
and combustion models are presented.

Rate calculations presented in the article by
Senosiain et al.144 were carried out using the poten-
tial energy surface of Yu and co-workers.127 This
surface is based on ab initio calculations done at the
CCSD(T)/cc-pvTZ level and extrapolated to the infi-
nite coupled-cluster limit and complete basis set.

Figure 10. Falloff curve for OH• + CO in He bath gas at
298 K. Symbols represent experimental data;131,142,147-149

see original publication142 for symbol definitions. Lines
represent RRKM calculations: He bath gas with ZCT (solid
line) and without tunneling corrections (dashed).142

Table 2. Optimized Parameters142 for the Two Channel Rate RRKM/Master Equation Calculations in the Range
175 < T/K < 300 and 0 < PN2/Torr < 800

reaction rate constant k300
a ma

CO+OH f HOCO k∞/cm3 molecule-1 s-1 1.13 × 10-12 -1.32
k0/[M]/cm6 molecule-2 s-1 5.87 × 10-33 +1.36

OH + CO f H + CO2 k∞/[M]/s-1 2.12 × 10-9 -6.08
k0/cm3 molecule-1 s-1 1.50 × 10-13 -0.58

a Functional form: k(T) ) k300((T/300))-m; Fc ) 0.6.

Figure 11. Comparison of analytical representations of the rate coefficient for the reaction of OH with CO in the
temperature range 175 < T/K < 300 and the pressure range 5 < P(N2)/Torr < 800 from refs 146 (dotted lines) and 144
(full lines).
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All thermochemical and master equation calcula-
tions were performed using the MultiWell13,145 col-
lection of programs for solving the master equation.
For the pressure and temperatures ranges consid-
ered, quasi-steady-state conditions were achieved
within 200 collisions or less, and in most cases 105

trials were sufficient to obtain 0.1% accuracy in the
rate coefficients. Figure 10 shows an example of the
computed fit to pressure dependence over a wide
pressure range at 298 K.

Fitting the results to the NASA format yields the
parameters in Table 2. McCabe et al.,146 on the basis
of experiments in the range 50 < P/Torr < 750 and
220 < T/K < 400, presented an analytical function
to describe the rate constant for the OH + CO
reaction. Their expression is in excellent agreement
with the NASA format of Senosiain et al.144 in their
experimental regime. Evaluation of individual data
points reported by McCabe et al.,146 using the NASA
format in Table 2, shows an average deviation of 2%.
Some possibly important atmospheric deviations
between the expressions of McCabe et al.146 and
Senosiain et al.144 are seen in Figure 11 at lower
temperatures and pressures.

4. Conclusions

The treatment of pressure-dependent reactions can
be quite complex because of the need to account for
the effects of energy transfer, angular momentum,
and details of the potential energy surface. A good
many researchers in fields including atmospheric and
combustion chemistry are deeply engaged in extend-
ing knowledge in these areas. Experiments in the
laboratory and in the atmosphere have been crucial
to improving understanding. Efforts are underway
to improve master equation methods and to use them
in informing development of practical approxima-
tions. Although current master equation approaches
are useful for analyzing experimental data, efforts
are underway in several laboratories to make them
predictive. Since computer and software capabilities
are continuing to improve at a rapid pace, such a goal
may be achievable in the not-so-distant future.
However, that will require implementing practical
two-dimensional master equations (which explicitly
include angular momentum as well as internal
energy), advances in electronic structure calculations,
and a deeper understanding of both intra- and
intermolecular energy transfer. New, high-quality
experimental measurements will be needed on energy
distributions, branching ratios, and rate constants
over challenging ranges of both temperature and
pressure. We live in exciting times!
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